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In the recent years, diagnosing students’ learning problems after testing and providing learning sugges-
tions for them are an important research issue. Many studies have been conducted to develop a method
for analyzing learning barriers of students such that helpful learning suggestions or guidance can be
provided based on the analysis results. In this paper, we present a new procedure for integrating test
item–concept relationship opinions based on majority density of multiple experts in order to enhance
a concept–effect relationship model used for generating personalized feedback. It provides a useful
and practical way to decrease inconsistencies in the weighting criteria of multiple experts and to enhance
the entire learning-diagnosis procedure for developing testing and diagnostic systems.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

In conventional testing systems, a student is given a total score
or grade as a test result to represent his/her learning status. Such
feedback is insufficient to improve learning performance of stu-
dents unless further guidance is also provided (Gerber, Grund, &
Grote, 2008). This implies that diagnosing students’ learning prob-
lems after testing and providing learning suggestions for them are
an important research issue. During the past decade, many studies
have been conducted to develop an effective method for analyzing
learning barriers of students such that helpful learning suggestions
or guidance can be provided based on the analysis results (Chen &
Bai, 2009; Hwang, 2003, 2007). In the meantime, researchers have
developed various computer-assisted testing and diagnostic sys-
tems for diagnosing students’ learning problems and providing
appropriate learning guidance for individual students on the Inter-
net (Casamayor, Amandi, & Campo, 2009; Chen & Bai, 2009; Chiou,
Hwang, & Tseng, 2009; Hwang, 2003; Sieber, 2009). For example,
Chen (2008) developed a genetic-algorithm-based personalized
learning system, in which a genetic algorithm was employed to
generate appropriate learning paths based on the incorrect an-
swers given by individual learners.
ll rights reserved.
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Panjaburee, Hwang, Triampo, and Shih (2010) presented a set of
rules for integrating the weights of the relationship between a test
item and a concept from multiple experts based on the concept–
effect relationship (CER) model. Based on their method, a testing
and diagnostic system was developed to detect students’ learning
problems and generate personalized feedback based on the rela-
tionship between prior and posterior knowledge while planning
personalized learning paths for students. From the past experience,
however, there were some drawbacks when applying Panjaburee
et al.’s (2010) rules to develop testing and diagnostic systems be-
cause, for a single relationship between a test item and a concept,
there were more than one rules used for integrating the weight
values given by multiple experts when different weight values ex-
ist, because their rules did not consider the majority opinion from
multiple experts, and because the confident level in making the
decision was not considered during the integration of the weight-
ing values. As a result, unreliable and low quality integrated weight
values could be generated, resulting in equally unreliable and low
quality learning suggestions given to the students.

To cope with these problems, we present an enhanced method
for integrating weights of associated concepts for each test item
from multiple experts. It provides a practical way to decrease
inconsistencies in the weighting criteria of multiple experts and
to enhance the entire learning-diagnosis procedure based on the
CER model. The resultant testing and diagnostic systems should
be able to provide reliable and high quality personalized learning
guidance to students.
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Table 1
An illustrative example of a Test Item Relationship Table (TIRT).

Test item Concept, Ck

C1 C2 C3 C4

Q1 2 0 0 0
Q2 2 3 0 1
Q3 4 0 0 0
Q4 1 4 0 0
Q5 1 0 2 2
Q6 1 0 5 2
Q7 1 2 1 0
Q8 2 0 2 2
Q9 1 0 2 0
Q10 1 0 2 3

SUM(Ck) 16 9 14 10
ERROR(Ck) 4 3 7 6
ER(Ck) 0.25 0.33 0.50 0.60
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The rest of this paper is organized as follows. In Section2, we
briefly review the background of the CER model. In Section3, we
briefly review Panjaburee et al.’s (2010) method for integrating
the weights of associated concepts for each test item from multiple
experts and some drawbacks. In Section4, we present a new meth-
od of integrating the weights for each test item with respect to
concepts based on the majority opinion from multiple experts. In
Section5, we use an example to show the procedure for integrating
such weight values based on our new method, followed by a set of
experiments in Section6. The conclusions are discussed in
Section7.

2. The concept–effect relationship (CER) model

The CER model proposed by Hwang (2003) represents the prere-
quisite relationships among concepts that need to be learned in a
specific order. Consider two concepts to be learned, say Ci and Cj.
If Ci is a prerequisite to effectively understanding the more complex
and higher level concept Cj, then the concept–effect relationship
Ci ? Cj is said to exist. For example, in computer programming, to
learn the concept ‘‘Array’’, one might first need to learn ‘‘Variable
and Data Type’’, while learning ‘‘Function’’ might require first learn-
ing both ‘‘Variable and Data Type’’ and ‘‘Expression and Operation’’.
Fig. 1 presents an illustrative example of concept–effect relation-
ships, which are important in diagnosing students’ learning prob-
lems. For example, if a student fails to answer most of the test
items concerning ‘‘Function’’, the problem is likely that the student
has not thoroughly learned ‘‘Function’’ or its prerequisite concepts
(such as ‘‘Variable and Data Type’’ or ‘‘Expression and Operation’’).

This model considers the relationship between prior and pos-
terior knowledge while planning personalized learning paths. In
this model, to provide learning suggestions to individual students,
the error ratio (ER) for each student in answering the test items re-
lated to each concept needs to be analyzed; therefore, it is neces-
sary to set the weight of association between test item Qj and
concept Ck (Hwang, 2003) in a Test Item Relationship Table (TIRT).
Table 1 shows an example of a TIRT comprising four concepts and
ten test items, where the TIRT (Qj, Ck) is a value ranging from 0 to 5;
‘‘5’’ represents ‘‘high relevance’’ and ‘‘0’’ represents ‘‘no relevance’’.
The error ratio (ER) for a student regarding concept Ck is then cal-
culated by dividing the sum of TIRT (Qj, Ck) values of the test items
that the student failed to correctly answer by that of all of the test
items. For example, assuming that a student failed to correctly an-
swer Q2, Q6, and Q10, we have ER(C1) = (2 + 1 + 1)/16 = 0.25 and
ER(C2) = (3 + 0 + 0)/9 = 0.33.

As shown in Table 1, the values of ER’s for a student to answer
the test items concerning C1, C2, C3, and C4 are 0.25, 0.33, 0.50, and
0.60 respectively. We have

PATH1: C1 (0.25) ? C2 (0.33),
PATH2: C1 (0.25) ? C3 (0.50) ? C4 (0.60), and
PATH3: C1 (0.25) ? C4 (0.60).
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Array Expression 
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Fig. 1. An illustrative example of concept–effect relationships.
A threshold h is used to determine the acceptable error ratio. If
ER(Ck) < h, the student is said to have learned concept Ck; other-
wise, the student has failed to learn the concept and it is selected
as a node of the poorly-learned path. Assuming that the teacher
has defined h to be 0.4, the poorly-learned paths are as follows:

PATH2: C3 (0.50) ? C4 (0.60) and
PATH3: C4 (0.60).

Therefore, the learning problems of the student could be a mis-
understanding of concepts C3 and C4; moreover, the student should
learn C3 before learning C4.

That is, in the existing model, the quality of the learning paths
given to the students highly depends on the weight of association
between test item Qj and concept Ck given by the domain expert;
therefore, subjective opinion, ignorance, or insufficient knowledge
could affect the quality of the learning paths (Panjaburee et al.,
2010). Such unreliable or low quality learning paths may be gener-
ated because the knowledge is usually acquired from a single
expert.

Consider the example shown in Fig. 2; in the same test sheet,
there are two domain experts, i.e., experts A and B, having different
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Fig. 2. Different opinions from two experts causing different learning paths.
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opinions about the relationships among test items 1 and 2 and con-
cepts 2 and 4. Let us assume that a student answers test items 2
and 3 incorrectly. In this case, the domain experts have different
opinions about the weights to be taken into account; that is, the
different ER’s among concepts lead to different learning paths gi-
ven to the student.

Panjaburee et al. (2010) proposed a set of rules to check and
integrate the weights given by multiple experts to gain a consensus
weight of association between test item Qj and concept Ck, result-
ing in a consensus on the learning paths for students. However,
there are some drawbacks of Panjaburee et al.’s (2010) method
when applied to develop a testing and diagnostic system. In the
next section, we will briefly review Panjaburee et al.’s method
(2010) for integrating corresponding weights and its drawbacks.
3. A review of Panjaburee et al.’s method for integrating the
weights of associated concepts for each test item

Panjaburee et al. (2010) presented rules to integrate the corre-
sponding htest item, concepti relationships given by multiple ex-
perts based on the cooperation of experts. The following were
conditions of Panjaburee et al. (2010) for integrating corresponding
htest item, concepti relationships:

Step 1: Collect the htest item, concepti relationships of the test
sheet from individual experts. An integer ranging from 1 to 5 (max-
imum weight) was used for representing a weighting value corre-
sponding to ‘‘very weak’’, ‘‘weak’’, ‘‘average’’, ‘‘strong’’, and ‘‘very
strong’’ relationships respectively. Moreover, ‘‘X’’ was used to rep-
resent ‘‘no relationship’’. In addition, the weight for the relation-
ship between test item Qj and concept Ck was represented by
Weighting (Qj, Ck), and the confident level for giving the weight
was represented by Certainty (Qj, Ck). The value of Certainty (Qj,
Ck) could be either ‘‘S’’ or ‘‘N’’, where ‘‘S’’ represented ‘‘Sure’’ for giv-
ing the weight, while ‘‘N’’ represented ‘‘Not sure’’. Assuming that n
experts participated in the htest item, concepti determination pro-
cess, the weight given by Expert Ei for test item Qj and concept Ck

was represented by Weighting (Ei, Qj, Ck), and the confident level
for Expert Ei in giving that value was represented by Certainty
(Ei, Qj, Ck). In this step, each expert was asked to provide the
weights between the test items and the concepts. Let us assume
that the test sheet, which covered four concepts, contained 10
items. Expert A’s opinions for determining the weighting values
in this test sheet were shown in Table 2, where C1, C2, C3, and C4

represented ‘‘Variable and Data Type’’, ‘‘Array’’, ‘‘Expression and
Operation’’, and ‘‘Function’’ respectively.

Step 2: Integrate the corresponding htest item, conceptiweights.
While interpreting the corresponding weights, they called the val-
ues that were less than 3 the ‘‘weak side’’, and those that were
greater than 3 the ‘‘strong side’’. They presented four categories,
totaling fourteen rules (some of which are shown in Table 3), for
integrating the corresponding htest item, concepti relationships gi-
ven by multiple experts as follows: (1) integration rules for the
same value with different degrees of confidence, (2) integration
rules for the values on the same side with different degrees of con-
Table 2
An illustrative example of the htest item, concepti relationships provided by a single
expert.

Concept,
Ck

Test, Q

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

C1 X, S X, S X, S 1, N X, S X, S 5, N 5, S 5, S 1, S
C2 X, N 1, N X, S X, S 3, S 3, N X, S X, S 2, S 5, S
C3 5, S 4, S 2, S 5, S 5, S X, S 2, S 2, S X, S X, S
C4 3, S X, N 5, S X, S X, S 4, S 1, S X, N 2, S 3, S
fidence, (3) integration rules for the values with ‘‘X’’, and (4) inte-
gration rules for the values on different sides.

This step was repeated until no further checking and reconsid-
ering weighting information was need.

Step 3: The integrated weights were used to construct TIRT (as
shown in Table 1) from which ER could be calculated in order to
diagnose learning problems of each student and generate a stu-
dent’s learning paths. The method assumed that high quality inte-
grated weights generate high quality ER’s; therefore reliable/high
quality students’ learning paths could be generated. That is, one
way to enhance the entire learning diagnosis procedure based on
CER model was to focus on integrating the corresponding htest-
item, concepti weights.

Although Panjaburee et al. (2010) attempted to present a set of
rules to check and integrate the weights of association between
test item Qj and concept Ck given by multiple experts in order to
generate high quality weights, from the past experience, there
were some drawbacks when applying Panjaburee et al.’s (2010)
rules to develop testing and diagnostic systems. Because, for a sin-
gle relationship between a test item and a concept, there could be
more than one rules applicable to integrating the weighting values
when different weight values existed, because their rules did not
consider the majority opinion from multiple experts, and because
the degree of confidence in making the decision was not consid-
ered during the integration of the weighting values, unreliable
and low quality integrated weights could be generated; therefore,
unreliable or low quality learning suggestions could be given to the
students. In the next section, we will propose a new procedure for
integrating the weights of htest item, concepti relationships to
overcome the drawbacks of Panjaburee et al.’s (2010) set of rules.

4. A new procedure for integrating the weights of associated
test items for each concept

In this section, we present a new procedure for integrating the
weights of associated test items for each concept in testing and
diagnostic systems based on the CER model. The set of weighting
values and confident levels of associated test item Qj for each con-
cept Ck given by n experts are defined as WQjCk

¼ fWQjCk
ðEiÞji ¼

1 to ng and CDQ jCk
¼ fCDQjCk

ðEiÞji ¼ 1 to ng respectively, where
WQjCk

ðEiÞ 2 f0;1;2;3;4;5g and CDQjCk
ðEiÞ 2 fS;Ng. WQ jCk

ðEiÞ ¼ 0
means that expert Ei has determined that there is no relationship
between test item Qj and concept Ck, while WQj,Ck(Ei) = 5 means
that expert Ei has determined that test item Qj has very strong rela-
tionship with concept Ck. In addition, CDQjCk

ðEiÞ ¼ S means that ex-
pert Ei has high confidence in determining the association between
test item Qj and concept Ck, whereas CDQjCk

ðEiÞ ¼ N means that ex-
pert Ei has low confidence in determining such an association. The
new procedure for integrating corresponding weighting values is
presented as follows:

Step 1: Based on the weighting value WQjCk
ðEiÞ and the degree of

confidence CDQjCk
ðEiÞ, adjust the weighting value of each expert.

The adjusted weighting value for test item Qj and concept Ck of ex-
pert Ei is denoted by adjWQjCk

ðEiÞ. While adjusting the weighting
values, we shall call the values that are equal to or less than 2
the ‘‘weak side’’ and those greater than or equal to 3 the ‘‘strong
side’’. Two conditions for adjusting the weighting values are as
follows:

Condition 1

IF WQjCk
ðEiÞ 6 2 AND CDQjCk

ðEiÞ;¼ \N";

THEN adjWQjCk
ðEiÞ ¼WQjCk

ðEiÞ þ 0:5

Condition 1 is used for handling the case that a single expert has
determined a weak side value with low confidence. In this case,
the weighting value given by this expert is increased by 0.5. For



Table 3
An example of the knowledge-integration rules of Panjaburee et al. (2010).

Rule# Condition Integrated weight Certainty
level

7 There are some experts who assign the weight ‘‘X’’ with high confidence, moreover, there are some experts who assign weak
side values or strong side values with high confidence

Reconsidering
weights

–

8A There are some experts who assign the weight ‘‘X’’ with low confidence, moreover, there are some experts who assign weak
side values with high confidence

The minimum of
weak side weights

‘‘S’’

8B There are some experts who assign the weight ‘‘X’’ with low confidence, moreover, there are some experts who assign strong
side values with high confidence

The minimum of
strong side weights

‘‘S’’

9A There are some experts who assign the weight ‘‘X’’ with high confidence, moreover, there are some experts who assign weak
side values with low confidence

‘‘X’’ ‘‘S’’

9B There are some experts who assign the weight ‘‘X’’ with high confidence, moreover, there are some experts who assign strong
side values with low confidence

‘‘X’’ ‘‘N’’

11 There are some experts giving weak side values with high confidence, moreover, there are some experts giving strong side
values with high confidence

Reconsidering
weights

–

13 There is no expert giving ‘‘X’’, and there are some experts giving weak side values with low confidence, moreover, there are
some experts giving strong side values with high confidence

The minimum of
strong side weights

‘‘S’’

14 There is no expert giving ‘‘X’’, and there are some experts giving weak side values with high confidence, moreover, there are
some experts giving strong side values with low confidence

The minimum of
weak side weights

‘‘S’’
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example, if expert E1 has determined the association between test
item Q1 and concept C2 as 0 with low confidence, this weighting va-
lue given by expert E1 will be adjusted to 0.5.

Condition 2

IF WQjCk
ðEiÞP 3 AND CDQjCk

ðEiÞ;¼ \N"

THEN adjWQjCk
ðEiÞ ¼WQjCk

ðEiÞ � 0:5

Condition 2 is used for handling the case that a single expert has
determined a strong side value with low confidence. In this case,
the weighting value given by this expert is decreased by 0.5. For
example, if expert E2 has determined the association between test
item Q2 and concept C4 as 4 with low confidence, this weighting va-
lue given by expert E2 will be adjusted to 3.5.

For a weighting value given by an expert with high confidence,
that weighting value WQjCk

ðEiÞ is assigned to the value of
adjWQjCk

ðEiÞ. After adjusting all weighting values for test item Qj

and concept Ck, the set of those values of n experts is defined as
adjWQjCk

¼ fadjWQjCk
ðEiÞji ¼ 1 to ng.

Step 2: Let max(W) and avg(W) denote the maximum and aver-
age of weighting values in a set W, as defined by Eqs. (1) and (2).
Based on a set of adjusted weighting values, adjWQjCk

, calculate
the density dnstMXQjCk

of all values around the maximum value
in the set as shown in Eq. (3):

maxðWÞ ¼max
w2W

w ð1Þ

avgðWÞ ¼ 1
jWj

X

w2W

w ð2Þ

dnstMXQJ Ck
¼ 1�

maxðadjWQjCk
Þ � avgðadjWQjCk

Þ
m

ð3Þ

where w represents a weighting value of an expert in the set W, |W|
denotes the cardinality of the set, and m represents the maximum
rating scale (in this case, m = 5). Similarly, let min(W) denote the
minimum of weighting values of experts, as defined by Eq. (4). Cal-
culate the density dnstMNQ jCk

of all values around the minimum as
shown in Eq. (5):

minðWÞ �min
w2W

w ð4Þ

dnstMNQjCk
¼ 1�

avgðadjWQjCk
Þ �minðadjWQjCk

Þ
m

ð5Þ

The less the value of dnstMXQjCk
compared to that of dnstMNQ jCk

, the
higher the probability that the majority of opinions from n experts
are closer to the value of minðadjWQ jCk

Þ; that is, the value of
maxðadjWQ jCk

Þ is defined as a potential outlier, which represents
an extreme weighting value among values for test item Qj and con-
cept Ck given by n experts. The more the value of dnstMXQjCk

com-
pared to that of dnstMNQjCk

, the higher the probability that the
majority of opinions from n experts are closer to the value of
maxðadjWQjCk

Þ; that is, the value of minðadjWQjCk
Þ is defined as a po-

tential outlier. If the value of dnstMXQjCk
is equal to that of

dnstMNQjCk
, there is no outlier among the weight values. The next

step, Step 3, is required to verify whether the potential outlier
should be removed. In the case of no outlier, Step 3 is unnecessary;
therefore, all weighting values will be used to calculate an inte-
grated weight in Step 4.

Step 3: Based on the potential outlier, verify whether it is distant
enough from others and proper to be removed. Let MAD(W) denote
the mean absolute deviation of weighting values in a set W, as de-
fined by Eq. (6). For test item Qj and concept Ck, calculate the dis-
tance distOWQjCk

between the potential outlier and the average of
the remaining adjusted weighting values as shown in Eq. (7):

\MAD"ðWÞ ¼ 1=jWj
X

w2W

jw� avgðWÞj ð6Þ

distOWQjCk
¼ outlier � avgðadjWQjCk

� foutliergÞ
���

��� ð7Þ

where outlier represents the extreme value detected in Step 2. The
condition to consider whether the outlier should be removed is:

IF distOWQjCk
> 1:25 AND

distOWQjCk
> g�MADðadjWQjCk

� foutliergÞ
THEN adjWQjCk

¼ adjWQjCk
� foutlierg

REPEAT Step 2
ELSE GOTO Step 4

Here, 1.25, which is one-fourth the maximum rating scale m (in
this case, m = 5), is chosen so that any value within avgðadjWQjCk

�
foutliergÞ � 1:25, which covers half the scale, would not be consid-
ered an outlier. This first condition is employed to prevent against
false removal of the potential outlier by the second condition,
which detects its relative distance from the rest of the weights.
To that end, a symmetric triangular distribution is employed as
the model of experts’ behavior. Since sampling from the same pop-
ulation with smaller sample size results in smaller variation, this
effect for the triangular distribution is estimated by averaging
10,000 mean absolute deviations (MAD) of independent samples



Table 4
The averaged MAD of continuous triangular distribution data and the value of g.

Sample
size

Average MAD
(10,000
rounds)

g = (0.5/average
MAD)

2 0.117 4.29
3 0.135 3.70
4 0.143 3.49
5 0.148 3.37
6 0.152 3.30
7 0.153 3.26
8 0.155 3.23
9 0.157 3.19

10 0.158 3.16
11 0.160 3.13
12 0.160 3.13
13 0.160 3.13
14 0.160 3.13
15 0.160 3.13
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for each sample size n. g then equals half the range of the triangu-
lar distribution divided by this average MAD. That is,
g�MADðadjWQjCk

� foutliergÞ is the critical value beyond which
a weight could be considered a true outlier. If both conditions
are met, the outlier will be removed from the set of adjusted
weighting values adjWQjCk

. Moreover, to detect other outliers, Step
2 will be repeated once again. On the other hand, if the potential
outlier is not suitable to be removed, all weighting values will be
used to calculate an integrated weight in Step 4. Table 4 shows val-
ues of average MAD and values of g when n = 2 to 15.

Step 4: After removing outliers, the integrated adjusted weight-
ing value iWeightQjCk

for test item Qj and concept Ck is calculated as
follows:

iWeightQjCk
¼ avgðadjWQjCk

Þ ð8Þ

To verify that the value of iWeightQjCk
is reasonable, the degree of

majority opinion degree dMOQjCk
needs to be calculated as follows:

dMOQjCk
¼ 1� 1

m
MADðadjWQjCk

Þ ð9Þ
Start

Adjusting a weight 
with “Not Sure”

Have an
outlier?

Calculating and Verifying 
an integrated weight

Finding Max and Min from all weights 
and Defining an outlier from them

Remove 
an outlier?

yes

no

yes

no

Is it 
reasonable?

End

It can be used

It needs
reconsidering

yes

no

Fig. 3. A diagram describing the proposed method for integrating experts’
weighting values.
where m represents the maximum rating scale (in this case, m = 5).
The higher the value of dMOQjCk

, the higher probability that the ex-
perts have agreed on the value of iWeightQjCk

. A threshold, h, is used
to indicate the acceptable agreement level. In this case, the value of
h is assumed to be 0.85. If dMOQjCk

< h, the experts will be asked to
reconsider and discuss their weighting values; otherwise, the inte-
grated weighting value will be used in any testing and diagnostic
systems. A summary of our proposed method is shown in Fig. 3.
For a test item and a concept, in the first step, weighting values with
low confidence will be adjusted. Outliers will be then detected and
they will be removed if necessary. Finally, an integrated weighting
value will be calculated and verified whether it is reasonable or it
needs to be reconsidered.

5. Examples

5.1. Example 5.1

Let us compare the weighting-value integration for test item Q2

and concept C4 from five experts using Panjaburee et al.’s (2010)
rules with our new weighting-value integration procedure. As-
sume that the weighting values and the degrees of confidence for
test item Q2 and concept C4 given by five experts are as follows:
E1
 E2
 E3
 E4
 E5
WQ2C4 ;CDQ2C4
 2, S
 2, N
 3, S
 4, N
 4, S
Step 1: Based on the elicited weighting values from five experts,
we can see that experts E2 and E4 have determined the weighting
values for test item Q2 and concept C4 with low confidence. There-
fore these weighting values are adjusted as follows:
E1
 E2
 E3
 E4
 E5
adjWQ2C4

2
 2.5
 3
 3.5
 4
Step 2: Based on the values of adjWQ2C4
given by, maxadjðWQ 2C4 Þ

is 4 and minðadjWQ 2C4
Þ is 2. Therefore the dnstMXQ2C4 and

dnstMNQ2C4 values are evaluated as follows:

avgðf2;2:5;3;3:5;4gÞ ¼ 3

dnstMXQ2C4 ¼ 1� 4� 3
5
¼ 0:80

dnstMNQ2C4 ¼ 1� 3� 2
5
¼ 0:80

We can see that dnstMXQ2C4 is equal to dnstMNQ2C4 ; that is, there is
no outlier and the next step is Step 4 wherein the integrated
weighting value will be calculated.

Step 4: The set of adjusted weighting values is {2, 2.5, 3, 3.5, 4}.
Therefore, the integrated weighting value for test item Q2 and con-
cept C4 is calculated by Eq. (8) as follows:

iWeightQ2C4
¼ avgðf2;2:5;3;3:5;4gÞ ¼ 3

To verify that the value of iWeightQ2C4
is reasonable, the value of

dMOQ2C4 is calculated using Eq. (9) as follows:

dMOQ2C4 ¼ 1� 1
5

MADðf2;2:5;3;3:5;4gÞ ¼ 0:88

We can see that the value of dMOQ2C4 is greater than 0.85; that is,
the experts have agreed on the value iWeightQ2C4

¼ 3, as the inte-
grated weighting value.

It should be noted that the integrated weighting value ‘‘4’’ for
test item Q2 and concept C4 using Rule 13 (Panjaburee et al.,
2010) and ‘‘2’’ using Rule 14 (Panjaburee et al., 2010) are unreli-
able, which can be described as follows. From a set of weighting
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values given by five experts for test item Q2 and concept C4, we can
see that there are two rules, ‘‘Rule 13’’ and ‘‘Rule 14’’ that can be
used for handling the set of weighting values. Interestingly, the
integrated weighting values are the maximum and minimum of
all weights, respectively. That is, an unreliable integrated weight-
ing value results from using Panjaburee et al.’s (2010) rules be-
cause their rules did not consider the majority opinion from five
experts. The integrated weighting value ‘‘3’’ calculated using the
new weighting integration procedure is clearly more reliable, be-
cause this new procedure considers the majority opinion for giving
the integrated weighting value. Therefore, the proposed procedure
can overcome the drawbacks of the set of rules presented by Panj-
aburee et al. (2010) and more reliably calculate the integrated
weighting value for diagnosing learning problems in testing and
diagnostic systems based on the CER model.

5.2. Example 5.2

Let us compare the weighting-value integration for test item Q3

and concept C5 from six experts using Panjaburee et al.’s (2010)
rules with our new weighting-value integration procedure. As-
sume that the weighting values and the degrees of confidence for
test item Q3 and concept C5 given by six experts are as follows:
E1
 E2
 E3
 E4
 E5
 E6
WQ3C5 ;CDQ3C5
 0, S
 0, N
 1, S
 1, S
 2, S
 2, N
Step 1: Based on the elicited weighting values from six experts,
we can see that experts E2 and E6 have determined the weighting
values for test item Q3 and concept C5 with low confidence. There-
fore these weighting values are adjusted as follows:
E1
 E2
 E3
 E4
 E5
 E6
adjWQ3C5

0
 0.5
 1
 1
 2
 2.5
Step 2: Based on the values of adjWQ3C5
given by, maxðadjWQ3C5

Þ
is 2.5 and minðadjWQ3C5

Þ is 0. Therefore the dnstMXQ3C5 and
dnstMNQ3C5 values are evaluated as follows:

avgðf0;0:5;1;1;2;2:5gÞ ¼ 7=6

dnstMXQ3C5 ¼ 1� 2:5� 7=6
5

¼ 0:73

dnstMNQ3C5 ¼ 1� 7=6� 0
5

¼ 0:77

We can see that dnstMNQ3C5 is greater than dnstMXQ3C5 ; that is, the
majority opinion from six experts is closer to the value 0, and the
value 2.5 is defined as a potential outlier. Consequently, Step 3 will
be used to verify whether it is an outlier.

Step 3: Based on the value 2.5, verify whether it is distant en-
ough from others and proper to be removed. distOWQ3C5 and
MADðadjWQ3C5

� foutliergÞ are calculated.

distOWQ3C5 ¼ j2:5� avgðf0;0:5;1;1;2gÞj ¼ 1:60
g�MADðf0;0:5;1;1;2gÞ ¼ 3:37� 0:52 ¼ 1:75

Because distOWQ3C5 is more than 1.25 (1.60 > 1.25), but it is still less
than g�MADðadjWQ3C5

� foutliergÞ (1.60 < 1.75), the value 2.5 will
be not removed from the set adjWQ3C5

. Therefore, all weighting val-
ues will be used to calculate an integrated weighting value in Step 4.

Step 4: Because there is no outlier removed, the set of adjusted
weighting values adjWQ3C5

is {0, 0.5, 1, 1, 2, 2.5}. Therefore, the
integrated weighting value for test item Q3 and concept C5 is calcu-
lated by Eq. (8) as follows:
iWeightQ3C5
¼ avgðf0;0:5;1;1;2;2:5gÞ ¼ 1:17

To verify that the value of iWeightQ3C5
is reasonable, the value of

dMOQ3C5 is calculated using Eq. (9) as follows:

dMOQ3C5 ¼ 1� 1
5

MADðf0;0:5;1;1;2;2:5gÞ ¼ 0:856

We can see that the value of dMOQ3C5 is greater than 0.85; that is,
the experts have agreed on the value 1.17 as the integrated weight-
ing value.

It should be noted that the integrated weighting value ‘‘0’’ for
test item Q3 and concept C5 using Rule 9A (Panjaburee et al.,
2010) and ‘‘experts need to reconsider their weight’’ using Rule 7
(Panjaburee et al., 2010) are unreliable, which can be described
as follows. From a set of weighting values given by six experts
for test item Q3 and concept C5, we can see that there are two rules,
‘‘Rule 7’’ and ‘‘Rule 9A’’that can used for handling the set of weight-
ing values. Interestingly, the integrated weighting value ‘‘0’’ should
not be used because most weighting values are more than ‘‘0’’. That
is, there is an unreliable integrated weighting value while using the
Panjaburee et al.’s (2010) rules because their rules did not consider
the majority opinion from six experts. The integrated weighting
value ‘‘1.17’’ calculated using the new weighting integration proce-
dure is clearly more reliable, because this new procedure considers
the majority opinion for giving the integrated weighting value.
Therefore, the proposed procedure can overcome the drawbacks
of the set of rules presented by Panjaburee et al. (2010) and more
reliably calculate the integrated weighting value for diagnosing
learning problems in testing and diagnostic systems based on the
CER model.

5.3. Example 5.3

Let us compare the weighting-value integration for test item Q1

and concept C9 from seven experts using Panjaburee et al.’s (2010)
rules with our new weighting-value integration procedure. As-
sume that the weighting values and the degrees of confidence for
test item Q1 and concept C9 given by seven experts are as follows:
E1
 E2
 E3
 E4
 E5
 E6
 E7
WQ1C9 ;CDQ1C9
 0, S
 1, N
 4, N
 4, S
 5, N
 5, N
 5, S
Step 1: Based on the elicited weighting values from seven ex-
perts, we can see that experts E2, E3, E5 and E6 have determined
the weighting values for test item Q1 and concept C9 with low con-
fidence. Therefore these weighting values are adjusted as follows:
E1
 E2
 E3
 E4
 E5
 E6
 E7
adjWQ1C9

0
 1.5
 3.5
 4
 4.5
 4.5
 5
Step 2: Based on the values of adjWQ1C9
;maxðadjWQ1C9

Þ is 5 and
minðadjWQ 1C9

Þ is 0. Therefore the dnstMXQ1C9 and dnstMNQ1C9 val-
ues are evaluated as follows:

avgðf0;1:5;3:5;4;4:5;4:5;5gÞ ¼ 23=7

dnstMXQ1C9 ¼ 1� 5� 23=7
5

¼ 0:66

dnstMNQ1C9 ¼ 1� 23=7� 0
5

¼ 0:34

We can see that dnstMXQ1C9 is greater than dnstMNQ1C9 ; that is, the
majority opinion from seven experts is closer to the value 5, and the
value 0 is defined as a potential outlier. Consequently, the next step
is Step 3 which verifies whether 0 is an outlier.
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Step 3: Based on the value 0, verify whether it is distant enough
from others and proper to be removed. distOWQ1C9 and MAD
ðadjWQ1C9

� foutliergÞ are calculated.

distOWQ1C9 ¼ j0� avgðf1:5;3:5;4;4:5;4:5;5gÞj ¼ 3:83
g�MADðf1:5;3:5;4;4:5;4:5;5gÞ ¼ 3:30� 0:89 ¼ 2:93

Because distOWQ1C9 is more than 1.25 (3.83 > 1.25) and g�MAD
ðadjWQ1C9

� foutliergÞ (3.83 > 2.93), the value 0 is removed from
the set adjWQ1C9

. Consequently, Step 2 is used once again to detect
another outlier.

Step 2 (the 2nd round): After removing the outlier, the set
adjWQ1C9

¼ f1:5;3:5;4;4:5;4:5;5g:maxðadjWQ1C9
Þ is 5 and min

ðadjWQ1C9
Þ is 1.5. Therefore the dnstMXQ1C9 and dnstMNQ1C9 values

are evaluated as follows:

avgðf1:5;3:5;4;4:5;4;5;5gÞ ¼ 23
6

dnstMXQ1C9 ¼ 1� 5� 23=6
5

¼ 0:77

dnstMNQ1C9 ¼ 1� 23=6� 1:5
5

¼ 0:53

The value of dnstMXQ1C9 is greater than dnstMNQ1C9 ; that is, the
majority opinion from six experts is closer to the value 5, and the
value 1.5 is defined as a potential outlier. Consequently, Step 3 will
be used to verify whether it is an outlier.

Step 3 (the 2nd round): Based on the value 1.5, verify whether it
is distant enough from others and proper to be removed.
dnstOWQ1C9 and MADðadjWQ1C9

� foutliergÞ are calculated.

distOWQ1C9 ¼ j1:5� avgðf3:5;4;4:5;4:5;5gÞj ¼ 2:80
g�MADðf3:5;4;4:5;4:5;5gÞ ¼ 3:37� 0:44 ¼ 1:48

Because distOWQ1C9 is more than 1.25 (2.80 > 1.25) and g�MAD
ðadjWQ1C9

� foutliergÞ (2.80 > 1.48), the outlier (1.5) is removed
from the set adjWQ1C9

. Consequently, Step 2 is used again to detect
another outlier.

Step 2 (the 3rd round): After removing the outlier, the set
adjWQ1C9

¼ f3:5;4;4:5;4:5;5g. maxðadjWQ1C9
Þ is 5 and min

ðadjWQ1C9
Þ is 3.5. Therefore the dnstMXQ1C9 and dnstMNQ1C9 values

are evaluated as follows:

avgðf3:5;4;4:5;4;5;5gÞ ¼ 4:3

dnstMXQ1C9 ¼ 1� 5� 4:3
5

¼ 0:86

dnstMNQ1C9 ¼ 1� 4:3� 3:5
5

¼ 0:84

The value of dnstMXQ1C9 is greater than dnstMNQ1C9 ; that is, the
majority opinion from five experts is closer to the value 5, and
the value 3.5 is defined as a potential outlier. Consequently, Step 3
is used to verify such outlier once again.

Step 3 (the 3rd round): Based on the value 3.5, verify whether it
is distant enough from others and proper to be removed.
distOWQ1C9 and MADðadjWQ1C9

� foutliergÞ are calculated.

distOWQ1C9 ¼ j3:5� avgðf4;4:5;4:5;5jÞj ¼ 1
g�MADðf4;4:5;4:5;5gÞ ¼ 3:49� 0:25 ¼ 0:87

Because distOWQ1C9 is less than 1.25 (1 < 1.25)), the value 3.5 is not
removed from the set adjWQ1C9

. The remaining weighting values
will be used to calculate an integrated weighting value in Step 4.

Step 4: After removing outliers, the set of adjusted weighting
values adjWQ1C9

is {3.5, 4, 4.5, 4.5, 5}. Therefore, the integrated
weighting value for test item Q1 and concept C9 is calculated by
Eq. (8) as follows:
iWeightQ1C9
¼ avgðf3:5;4;4:5;4:5;5gÞ ¼ 4:3

To verify that the value of iWeightQ1C9
is reasonable, the value of

dMOQ1C9 is calculated using Eq. (9) as follows:

dMOQ1C9 ¼ 1� 1
5

MADðf3:5;4;4:5;4:5;5gÞ ¼ 0:91

We can see that the value of dMOQ1C9 is greater than 0.85; that is,
the experts have agreed on the value 4.3 as the integrated weight-
ing value.

It should be noted that the integrated weighting value ‘‘0’’ for
test item Q1 and concept C9 using Rule 9A (Panjaburee et al.,
2010) and ‘‘experts need to reconsider their weight’’ using Rule 7
(Panjaburee et al., 2010) are unreliable, which can be described
as follows. From a set of weighting values given by seven experts
for test item Q1 and concept C9, we can see that there are two rules,
‘‘Rule 7’’ and ‘‘Rule 9A’’ that can be used for handling the set of
weighting values. Interestingly, we can see that the integrated
weighting value ‘‘0’’ calculated by ‘‘Rule 9A’’ is in the weak side
and almost all weighting values are in the strong side. That is, there
is an unreliable integrated weighting value while using the Panj-
aburee et al.’s (2010) rules because their rules did not consider
the majority opinion from seven experts. The integrated weighting
value ‘‘4.3’’ calculated using the new weighting integration proce-
dure is clearly more reliable, because this new procedure considers
the majority opinion for giving the integrated weighting value.
Therefore, the proposed procedure can overcome the drawbacks
of the set of rules presented in Panjaburee et al. (2010) and more
reliably calculate the integrated weighting value for diagnosing
learning problems in testing and diagnostic systems based on the
CER model.

5.4. Example 5.4

Let us compare the weighting-value integration for test item Q6

and concept C7 from eight experts using Panjaburee et al.’s (2010)
rules with our new weighting-value integration procedure. As-
sume that the weighting values and the degrees of confidence for
test item Q6 and concept C7 given by eight experts are as follows:
E1
 E2
 E3
 E4
 E5
 E6
 E7
 E8
WQ6C7 ;CDQ6C7
 0, S
 0, S
 0, N
 1, S
 5, N
 5, S
 5, S
 5, S
Step 1: Based on the elicited weighting values from eight ex-
perts, we can see that experts E3 and E5 have determined the
weighting values for test item Q6 and concept C7 with low confi-
dence. Therefore these weighting values are adjusted as follows:
E1
 E2
 E3
 E4
 E5
 E6
 E7
 E8
adjWQ6C7

0
 0
 0.5
 1
 4.5
 5
 5
 5
Step 2: Based on the values of adjWQ6C7
given by, maxðadjWQ 6C7

Þ
is 5 and minðadjWQ6C7

Þ is 0. Therefore the dnstMXQ6C7 and
dnstMNQ6C7 values are evaluated as follows:

avgðf0;0;0:5;1;4:5;5;5;5gÞ ¼ 21=8

dnstMXQ6C7 ¼ 1� 5� 21=8
5

¼ 0:53

dnstMNQ6C7 ¼ 1� 21=8� 0
5

¼ 0:48

we can see that dnstMXQ6C7 is greater than dnstMNQ6C7 ; that is, the
majority opinion from eight experts is closer to the value 5, and
the value 0 is defined as a potential outlier. Consequently, Step 3
is used to verify whether it is an outlier.



Table 5
The parameters used to randomize dataset.

Pattern Random weighting values with triangular distribution Random confidence degree with uniform distribution

Lower limit (a) Upper limit (b) Mode (c) Lower limit Upper limit

1 0 5 0 0 1
2 0 5 2.5 0 1
3 0 5 5 0 1

Table 6
The comparison results of the number of weighting value reconsiderations during the integration of associated test items for each concept from multiple experts.

Pattern Data set # of expert # of item # of concept # of reconsiderations

Panjaburee et al. (2010) (%) The proposed method (%)

1 1 3 30 5 34.4 10.4
2 4 30 5 50.1 26.8
3 5 30 5 62.5 35.9
4 6 30 5 71.6 42.4
5 7 30 5 78.4 47.0
6 8 30 5 83.3 51.0
7 9 30 5 87.0 54.1
8 10 30 5 90.0 56.7

2 1 3 30 5 29.8 9.1
2 4 30 5 45.8 21.9
3 5 30 5 58.7 28.6
4 6 30 5 68.1 33.3
5 7 30 5 75.2 36.9
6 8 30 5 80.3 40.2
7 9 30 5 84.2 42.7
8 10 30 5 87.0 44.7

3 1 3 30 5 32.4 10.2
2 4 30 5 48.9 26.7
3 5 30 5 61.4 36.1
4 6 30 5 71.4 42.6
5 7 30 5 78.1 46.8
6 8 30 5 83.0 51.2
7 9 30 5 86.5 54.3
8 10 30 5 89.2 57.0
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Step 3: Based on the value 0, verify whether it is distant enough
from others and proper to be removed. distOWQ6C7 and
MADðadjWQ6C7

� foutliergÞ are calculated.

distOWQ6C7 ¼ j0� avgðf0;0:5;1;4:5;5;5;5gÞj ¼ 3
g�MADðf0;0:5;1;4:5;5;5;5gÞ ¼ 3:26� 2:14 ¼ 6:99

Because distOWQ6C7 is more than 1.25 (3 > 1.25), and but it is still
less than g�MADðadjWQ6C7

� foutliergÞ (3 < 6.99), the outlier (0)
is not removed from the set adjWQ6C7

. All weighting values in the
set will be used for calculating an integrated weighting value in
Step 4.

Step 4: Because no outlier is removed, the set of adjusted
weighting values adjWQ6C7

is {0, 0, 0.5, 1, 4.5, 5, 5, 5}. Therefore,
the integrated weighting value for test item Q6 and concept C7 is
calculated by Eq. (8) as follows:

iWeightQ6C7
¼ avgðf0;0; 0:5;1;4:5;5;5;5gÞ ¼ 2:63

To verify whether the value of iWeightQ6C7
is reasonable, the value of

dMOQ6C7 is calculated using Eq. (9) as follows:

dMOQ6C7 ¼ 1� 1
5

MADðf0;0;0:5;1;4:5;5;5;5gÞ ¼ 0:55

We can see that the value of dMOQ6C7 is not greater than 0.85; that
is, the experts need to check, discuss and reconsider their weighting
value.

It should be noted that the integrated weighting value ‘‘5’’ for
test item Q6 and concept C7 using Rule 8B (Panjaburee et al.,
2010), the value ‘‘0’’ using Rule 9B (Panjaburee et al., 2010), and
‘‘experts need to reconsider their value’’ using Rule 7 (Panjaburee
et al., 2010) are unreliable, which can be described as follows. From
a set of weighting values given by eight experts for test item Q6 and
concept C7, we can see that there are three rules, ‘‘Rule 7’’, ‘‘Rule
8B’’ and ‘‘Rule 9B’’, that can be used for handling the set of weight-
ing values. Because opinions of experts are separated into two
groups, one on the weak side and the other on the strong side,
clearly, the result ‘‘experts need to reconsider their value’’ deter-
mined by using the new weighting integration procedure is
reasonable.

6. Experimental results

Let us compare the number of reconsiderations of weighting
values resulting from the set of rules in Panjaburee et al. (2010)
to that resulting from the proposed procedure using random data
sets. Weighting values were generated from the triangular distri-
bution while degrees of confidence were generated from the uni-
form distribution. To reduce bias of this experiment, we utilized
three modes, 0, 2.5, and 5, to represent three patterns of the trian-
gular-distribution datasets; the parameters used for generating
artificial datasets were shown in Table 5. Moreover, the experi-
ment for each dataset was repeated 1000 times. Table 6 shows
the percentage of reconsideration of the weighting values gener-
ated by the set of rules in Panjaburee et al. (2010) and the proposed
procedure, averaged over 1000 runs. When the number of experts
who participate in determining the association between test items
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and concepts was increased, clearly, our proposed method resulted
in a much lower number of reconsiderations on every dataset in
every pattern. From these results, it implies that the consideration
of majority opinion in the proposed procedure is an important fac-
tor in decreasing the number of reconsiderations of the weighting
values. Therefore, the proposed procedure can overcome the draw-
backs of the set of rules presented in Panjaburee et al. (2010) and
reduce the amount of time used for discussing, checking, and
reconsidering the weighting values when conflicting opinions from
multiple experts exist.

7. Conclusions

The integration of weighting values given to the associated test
item for each concept from multiple experts is an important issue
for developing testing and diagnostic systems based on the CER
model. In this paper, we presented a new procedure for integrating
weighting values of the associated test item for each concept from
multiple experts. The proposed procedure considers the degree of
confidence in making the decision for the weighting value, the
majority opinion, and the reliability of the integrated weighting va-
lue. It provides a useful way to integrate the weighting values
while developing testing and diagnostic systems based on the
CER model. It can overcome the drawbacks of the set of rules pre-
sented in Panjaburee et al. (2010), resulting in more reliable or bet-
ter quality integrated weighting values, and enhance the entire
learning diagnosis procedure based on the CER model.
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